
A REPORT
TO THE MET-ED COMMUNITY

Metropolitan Edison Company
Reading, Pennsylvania
May 10, 1979
Report Number One



Contents

I.

	

Letter to the Community, Walter M. Creitz, President,
Metropolitan Edison Company	

II. Herman Dieckamp, President, General Public Utilities
Corporation	

III. William G. Kuhns, Chairman and Chief Executive Officer,
General Public Utilities Corporation	

IV. Chronology, U.S. Nuclear Regulatory Commission	



Dear Neighbor,

Here is information about the accident at Three Mile Island. It

covers an explanation of the accident in the form of a statement

by GPU President, Herman Dieckamp, and a narrative of events during

the first sixteen hours compiled by the U.S. Nuclear Regulatory

Commission.

In addition, GPU Chairman, William G. Kuhns describes the financial

impact of the accident.

We sincerely hope that this information will help build greater

public understanding. We are fully aware that everyone close to

these events has concerns. Met-Ed wants to be responsive and we

urge you to write to let us know of your special interests. We

plan a series of these reports to the community and I can assure

you that Met-Ed will make every effort to address your concerns in

future communications.

Sincerely,

Walter M. Creitz
President



Testimony Before The Subcommittee On Nuclear Regulation
Of The Senate Committee on Environment And Public Works

By
Herman Dieckamp, President

General Public Utilities Corporation
April 23, 1979

Senator Hart, members of the Subcom-
mittee on Nuclear Regulation of the Sen-
ate Committee on Environment and Public
Works, my name is Herman Dieckamp. I
am president of General Public Utilities
and a director of each of the three
operating subsidiaries, Metropolitan
Edison Company, Jersey Central Power and
Light Company, and Pennsylvania Electric
Company, that are the owners of the
Three Mile Island Nuclear Plant. We are
here to present our preliminary under-
standing of a number of the aspects of
the accident at Three Mile Island.
Since the accident, several hundred
GPU and Met-Ed employees as well as a
great number from the nuclear industry
and various government agencies have
been and are currently working around
the clock to ensure the continued
health and safety of the public. We
are all extremely greatful that the
radiation exposure levels to the public
have been low. We are, however, in
no way complacent about the result of
the accident.

The accident at Three Mile Island
on March 28, 1979 has had a profound
and shocking impact on the residents of
central Pennsylvania, Met-Ed and GPU,
our customers and employees, and on the
future of nuclear energy. While nuclear
power plant systems and procedures have
been designed to accommodate extreme
malfunctions of both equipment and
personnel, the reality of this accident
has had a far greater impact than
we could have ever projected.

We pledge our sincere support and
cooperation in the efforts of this
committee to make known and to assess
the full meaning of this accident.
At the outset we would like to emphasize
that we do not in any way wish to
minimize the significance of this
accident and we seek no excuse from
our responsibilities as plant owners

and operators. We strongly believe
that it is important to understand the
factors which contributed to this
accident and to the ability of our
Company, government agencies and the
affected population to cope with it. If
this accident is viewed simply as a
matter of management or operator fail-
ure, the full significance of this
experience will be lost. The accident
was a result of a complex combination of
equipment malfunctions and human fac-
tors. The accident departed from the
accepted design basis for current
nuclear plants. The response of all
organizations was influenced by the fact
that it was the first accident of this
magnitude in the history of the U.S.
commercial nuclear power program.

It is our hope that this testimony
and these hearings can contribute
to an understanding of this accident
and the many complex factors that
led to it .

In our testimony today we will
discuss the following specific topics:

1. Accident Causes
2. Plant Status - Present and

Future
3. Development of Understanding
4. Radioactive Material Releases
5. Emergency Plan
6. Organizational Response
7. Company - NRC Interface
8. Long-Term Outlook

Accident Causes
We do not propose today to present a

detailed description or sequence of
events for the accident. We are in
general agreement with the NRC testimony
on this subject as previously presented
to the committee.

We would like to focus this portion
of the testimony on our initial impres-
sion of the primary causes of the
accident.



While Met-Ed and GPU have not com-
pleted a detailed reconstruction of the
accident or attempted to verify the
relative importance of the many ingre-
dients by means of calculational
models, the following appear to be
the major causes of the severity of
this accident.

a) Shortly after the turbine and
reactor trip at about 4:00 a.m.
on March 28, a reactor coolant
system pressure relief valve
opened to relieve the normal
pressure excursion, but the valve
failedto reclose after the
pressure decreased. The operator,
was unaware the valve had not
closed. An order for valve
closure was signaled in the
control room. The operator
monitored temperature near the
valve to indicate valve position.
However, the temperature did not
clearly confirm the continuing
coolant flow thru the valve. The
loss of reactor coolant and
accompanmying reactor coolant
system pressure decrease con-
tinued for about two hours until
the operator closed the block
valve which stopped the loss of
reactor coolant.

b) The operator anticipated reactor
coolant system behavior and
immediately began to add make-up
water to the system. When system
pressure decreased to 1600 nsi
about 2 minutes into the accident
the High Pressue Injection (HPI)
safety system was automatically ,
initiated.

Four to five minutes into the
accident the operator reduced
injection of water from the HPI
ys em when pressurizer level
indicated that the system was
full.

c) Operator training and experience
had emphasized the retention of a
steam vapor space in the pres-
surizer.

	

However, following the
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rapid depressurization of the
system, the pressurizer level
indicator inferred a high level
throughout the reactor coolant
system. This level indication
led the operators to prematurely
reduce HPI flow. The operator
apparently i not anticipate
that continued depressurization
could lead to steam void forma-
tion in hot regions of the system
other than the pressurizer and
that under these conditions his
level or fullness indication was
ambiguous and misleading.

d) Because of the presence of steam
voids in the primary system,
indicated flow decreased. The operator turned off the main

coolant pumps in order to prevent
damage to the pumps.

e)
An emergency feed system, designed to provide cooling to the
steam generators in case of loss
of the normal feed water system,
was blocked because of two closed
valves._ This system would have
been available to provide secon-
dary cooling. The operator
discovered this condition and
initiated secondary system
emergency cooling by opening the
closed valves 8 minutes after the
start of the plant transient.

The plant safety system surveillance program had called for the
placing of these valves into the
closed position six times during
the first 3 months of 1979 for
testing of the operability of the
pumps or valves. The surveil-

lance program required a verification of valve position twelve
times during this period. The
last test of the emergency feed
system was conducted on the
morning of March 26, about 42
hours before the March 28 acci-
dent.

f) Primary coolant initially vented
through the pressurizer relief
was pumped into the auxiliary



building because the containment
design did not require isolation
until building pressure reached
4 psi.

The first five of the above factors
led to severe undercooling of the
reactor core. The fuel became extremely
hot and the integrity of the fuel
cladding was lost. The first indication
of fuel cladding damage and fission
product release came with high radiation
alarms. An extensive reaction between
fuel cladding and primary coolant steam
liberated large quantities of hydrogen
gas into the primary reactor coolant
system. The resulting configuration of
the reactor core is still the subject of
analytical attempts to reconstruct the
accident. At various times during the
day of March 28 as the operators worked
to reestablish control of system cool-
ing, the core suffered additional
overheating and damage. Forced cooling
of the primary system was reestablished
at about 8:00 p.m. on the 28th.

Performance of the plant operators
has been the subject of much specula-
tion. Their performance must be viewed
in the context of:

1. Ambiguous and contradictory
information in the control
room relating to pressurizer
level and relief valve
closure.

2. The experience and training
underlying the operators'
emphasis on maintaining
pressurizer level.

3. The operators' awareness of
equipment

	

limitations.
4. The time and opportunity to

assimilate large quantities
of data.

The operators on duty at the time of
the accident are a qualified and com-
petent group. They performed their
functions professionally in a period of
extreme stress. Our own investigation
and the many other governmental investi-
gations will ultimately attempt to
determine the role of operator perfor-
mance in this accident.
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Plant Status - Current and Future
The plant is stable. The fission

product decay heat being liberated in
the damaged reactor core/fuel is about
3 MW thermal (0.1% of full power). This
power level is normal for this time
after a reactor trip. The reactor
primary coolant is being circulated by
one primary coolant pump. The average
temperature of the primary coolant is
about 175 0 F. As a result of local
flow restrictions associated with the
physical damage to the core, the highest
in-core thermocouple reading is 2750F.
The heat from the reactor plus the heat
input from the one operating pump (6 MW)
is being rejected through one steam
generator and the plant condenser.

The immediate objective of the
activities at the plant is to establish
a redundant heat removal path through
the plant's second steam generator and
an intermediate heat exchange loop
without using the plant condenser. In
the cold shutdown mode, the primary
reactor coolant will circulate by means
of natural convection because of tem-
perature and density differences. This
will transport the core heat to the
plant's two steam generators for ulti-
mate rejection through two independent
secondary aths. The objective is to
minimize the number of active com-
ponents that must function in these
circuits in order to ensure reliable
heat removal.

The plant should achieve the cold
shutdown mode sometime during the next
2-3 weeks. The plant's several and
original emergency cooling capabilities
are available to backup the basic
cooling plan. One of these systems, the
plant's decay heat removal system has
been the subject of a high priority
effort to upgrade the ability of that
system to minimize releases to the
environment while operating with high
primary coolant radioactivity. As part
of this effort, work is under way to
enable the installation of redundant
backup modules in addition to the two
that are part of the plant design.



Development of Understanding
The accident differed from the

popular perception of common accidents
because of the extended time necessary
to achieve a full definition of its
scope.

The accident's initiating event
was a loss of feedwater flow. During
the first few minutes following this
event, the plant staff attempted to
recover from what they thought was a
normal transient. Beyond this time, the
plant behavior became increasingly
abnormal. The loss of coolant via the
reactor coolant system relief valve was
identified and the valve was isolated
around 6:20 a.m. At approximately 6:50
a.m. several radiation alarms alerted
the staff to possible reactor core
damage. In the time period of 5:30-7:30
a.m. the reactor core became uncovered
and suffered extensive damage, including
significant zirconium - water reaction.
During the next 12 hours, the operators
attempted a number of strategies to
establish dependable core cooling. This
objective was achieved about 8:00 p.m.
on March 28, at which time the plant
symptoms included:

a) Some local reactor coolant
temperatures were above coolant
saturation temperature.

b) High radiation levels existed in
the reactor containment and the
auxiliary buildings.

A preliminary sequence of events was
being extracted from the various plant
records by the afternoon of March 28.
The data for the 16-hour accident period
became available in summary graphical
form on the morning of March 29. The
probable occurrence of a zirconium -
water reaction and the presence of
hydrogen gas in the reactor containment
building was deduced during the evenings
of March 29 from containment pressure
records that indicated a pressure spike
during the accident. The size of the
hydrogen gas bubble in the reactor
coolant system was first measured from
system data just after midnight March
30. The concentration of hydrogen
gas in the containment building was
determined from analysis of the first
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containment gas sample taken about 4:00
a.m. on March 31. The first quantita-
tive data with respect to fission
product release and degree of reactor
fuel damage became available via anal-
ysis of a primary coolant sample taken
at 5:00 p.m. on March 29. The point of
this enumeration is simply to indicate
the time necessary to gain insight into
the scope of the accident and, in turn,
to provide the basis for a meaningful
assessment. In any evaluation of the
timeliness of the accident assessment,
it must be remembered that the plant
management and staff faced immediate,
continuing and first priority demands
to maintain the damaged plant in a
controlled and safe state.

Radioactive Material Releases
A release of fission products to

the containment building occurred during
the first forty-five minutes of the
accident when water was released from
the primary reactor coolant system
through the pressurizer relief valve.
This water was first contained within
the reactor coolant drain tank in the
reactor containment building. Shortly
after the initiation of the accident,
pressure buildup in this tank resulted
in the release of coolant to the con-
tainment building floor. This coolant
collected in the containment building
sump and was pumped into the auxiliary
building sump. The auxiliary building
sump overflowed and resulted in several
inches of water on the floor of the
auxiliary building.

Containment isolation automatically
occurs in the TMI 2 plant upon a 4 psi
pressure increase in the reactor build-
ing. In the accident that occurred this
pressure buildup did not exist until 5
hours into the accident and thus con-
tainment was not isolated until 9:00
a.m. Operator action turned off the
containment sump pumps approximately 40
minutes into the event.

High fuel cladding temperatures
produced by inadequate core cooling
during the accident resulted in the
breach of most of the fuel cladding in
the core beginning about 90 minutes



into the accident. This failure of the
first level of fission product contain-
ment resulted in the release into the
primary system of the gaseous fission
products from the fuel-cladding gap and
a fraction of the fission products
normally contained within the fuel
pellets.

After extensive fuel damage occur-
red, highly contaminated primary coolant
and gases may have entered the auxiliary
building through a number of routes
including reactor coolant pump seal
leakage, instrument sample lines, and
the primary coolant make up and let-down
systems. We are not currently able to
ascertain in detail the importance and
contribution of these possible release
paths. Our analysis is now impeded by
the inability to physically examine
specific systems due to high radiation
levels.

Continued operation of the primary
reactor coolant letdown and makeup
systems to remove gas from primary
coolant circuit resulted in a buildup of
hydrogen, iodine, and noble gases in the
reactor make-up and let-down systems and
in the waste gas decay tank in the
auxiliary building. Steps necessary to
restrict these gases back into primary
reactor containment building resulted in
a series of radioactive gas releases.
The largest of these occurred on Friday,
March 30 at 6:40 a.m.

The iodine releases from contaminated
water in the auxiliary building and from
other gaseous sources passed through
iodine filters in the auxiliary building
with the result that net iodine releases
off site have thus far been limited. In
recognition of the inventory of iodine
in the auxiliary building and the
deterioration of existing filters,
charcoal filters have been replaced and
an additional charcoal filter system is
being installed in series with the
existing plant filter system. This
existing iodine inventory is being
reduced by a factor of 2 every 8 days by
radioactive decay.

NRC has calculated the highest
integrated whole body dose possible to
an unprotected individual continuously
positioned outdoors at the plant bound-
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ary and thus totally exposed throughout
the accident. This was 85 millirem and
is consistent with the highest offsite
dose measured by Met-Ed.

In addition to the maximum integrated
whole body dose measured from the
accident, the total dose to the popula-
tion within 50 miles has also been
evaluated. The results of this analysis
indicate that the aggregate whole body
dose to the population within 50 miles
(about 2 million people) was about 3550
person-rems from noble gases released
through April 7, 1979. NRC indicates
that the total potential life time
health effects associated with this
whole body dose are about 2, in addition
to the 300,000 cancer fatalities which
would be normally expected to develop in
the population of about 2,000,000
persons.

Low levels of iodine-131 have been
detected in air and milk sampled near
the site. To date, measurements indi-
cate the maximum level of iodine-131 in
milk to be about 40 1~icocuries per
liter.

	

(pico = 1x10

	

).

	

This level
is below the 10CFR 20 maximum permis-
sible concentration of 300 picocuries
per liter, and is well below the levels
of iodine in milk detected following the
1976 Chine. weapons test.

Low levels of liquid releases occur-
red to the Susquehanna River through
the industrial waste water treatment
system. The available data indicate
cumulative releases of about 0.1 curies
to the river, well below the level of 10
curies per quarter allowed under our
license. In general the releases have
been below MPC except for one brief
period when the data indicate the hourly
release exceeded release limits by about
30%.

Emergency Plan
Both Three Mile Island and the Com-

monwealth of Pennsylvania had formal
written emergency plans in place before
TMI 2 received its operating license.

Under the emergency plans, there is a
clear division of responsibility between
Met-Ed and the state authorities. In
terms of the division of functions, it
is Metropolitan Edison's duty to make an



initial assessment of the accident, to
do whatever it can to terminate or
investigate the event, to read the plant
instruments and monitoring devices which
give an indication of the level of
releases from the plant, to read the
instruments telling wind direction and
speed, to dispatch teams of technical
personnel to areas outside the plant
with hand-carried monitoring devices to
record measurements in the path of the
plume and report these back to the plant
emergency control center by radio and to
keep the Bureau of Radiological Protec-
tion informed on all these matters.
Plant personnel have been trained in
these functions and perform periodic
drills for various simulated accidents.

So far as state agencies are con-
cerned, it is the responsibility of the
Bureau of Radiological Protection to
make the decision as to what measures of
protection, including evacuation, should
be undertaken. If evacuation is called
for, it is the responsibility of the
state and local emergency centers to
carry out the evacuation.

Emergencies which could have con-
sequences off site are classified as
either a Site Emergency or a General
Emergency. Site emergencies are those
which have a potential for off-site
consequences and General Emergencies are
those with definite off-site conse-
quences. The emergency plans specify
precisely the conditions in the plant
which trigger the declaration of a Site
or a General Emergency and which ini-
tiate implementation of notification and
intensified radiological monitoring
procedures. Both levels of emergencies
require notification of off-site author-
ities.

In the initial stages of the accident
at TMI 2, the plant operators thought
they were experiencing a normal plant
transient involving loss of feedwater,
which resulted in an automatic trip of
the electric turbine generator and an
automatic reactor trip. About a half
hour after the initial reactor trip, a
radiation alarm on the intermediate
cooling system was received. In light
of the operator's knowledge of the
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position of this detector in an area of
generally high background radiation and
its low setpoint, this was not viewed as
an indicator of an emergency and it is
not a criterion for declaring a Site or
General Emergency. Throughout the next
several hours there were no additional
radiological alarms or other indications
of the potential for off-site releases.
At about 6:40 a.m. a radiation monitor
located near primary coolant sampling
lines alarmed and chemistry/health
physics technicians surveying with
portable monitors in areas of the plant
detected radiation levels.

It was not until 6:50 a.m. almost
three hours after the accident was
initiated and the reactor tripped, that
radiation monitoring devices in the unit
alerted operators to the real potential
for off-site releases. At this time,
the first criterion for declaring a Site
Emergency was met, when a reactor
building high range gamma monitor alert
alarm was received.

In accordance with the emergency
plan procedures, a Site Emergency was
declared and notifications to author-
ities were initiated. Pennsylvania's
Emergency Management Agency was notified
at 7:02 a.m.; Dauphin County's Emergency
Center was notified at about the same
time. These organizations in turn
commenced their notifications to state
and local authorities. The State's
Bureau of Radiological Protection (BRP)
duty officer was notified at 7:04 a.m.
by the State Emergency Management Agency
duty officer. The BRP duty officer,
thereafter, contacted the control room
at Three Mile Island to gain technical
knowledge about the event.

	

A call was
placed at 7:04 a.m. to NRC's regional
office in King of Prussia, Pennsylvania.
The answering service which received
this call was alerted to the reactor
trip, the possibility of primary to
secondary leakage through a steam
generator, to the declaration of a Site
Emergency at TMI 2, and to the fact that
no releases were known to have occurred
at that time.

	

Notification followed
within minutes to others on the pre-
scribed list of organizations to be



notified. About 7:24 a.m., the reactor
building high range gamma monitor high
alarm was received, which by the plan
triggered escalation of the emergency
classification to the level of a General
Emergency. Notifications of this new
change in status were initiated. During
the period from 7:30 to 8:30 a.m. the
emergency plans were fully initiated.
Communications both on site and off site
were established. Radiation monitoring
teams were dispatched off site to detect
and verify releases.

Throughout the day of March 28, 1979,
on-site and off-site radiological
monitoring teams were providing a full
flow of data to the Emergency Control
Center at Three Mile Island. Constant
communication existed through open lines
from Unit 2's Control Room to the
State's Bureau of Radiation Protection
and to NRC's offices at Region I in King
of Prussia. As data was received at the
site from radiological monitoring teams
off site, it was immediately relayed to
both NRC and to the State through the
open-line channels established in the
emergency plan and implemented on this
occasion. From shortly after 10:00
a.m., NRC had personnel in the control
room itself.

From our vantage point, the Three
Mile Island radiation emergency plans
and procedures were effectively imple-
mented. The decisions to declare the
Site and General Emergencies were made
by the individuals in charge when the
specific criteria required these
decisions to be made. Emergency
stations were manned and off-site
notifications were made and in accor-
dance with the plan. Open lines and a
flow of communciations with the critical
off-site agencies were established.
Radiation monitoring results and plant
status information was available and
communicated to both NRC and to the
Pennsylvania Bureau of Radiation Pro-
tection. We must expect that further
review of this experience will identify
opportunities for improvement.

Organizational Response
The initial perception was that the
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plant had experienced a severe trans-
ient, there was some fuel cladding
damage, but conditions were stable and
the immediate need was to identify and
understand the cause of the event. By
approximately 7:30 a.m., Wednesday,
March 28, available senior plant opera-
tions and technical support personnel
were on site. By that afternoon two
Met-Ed and four GPU Service Corporation
personnel arrived at the TMI site to
provide technical assistance to the
plant staff. On Thursday morning, March
29, a seven-man team was dispatched to
the site to initiate an investigation
into the accident. When the team gained
a first hand awareness of the condition
of the plant late Thursday afternoon,
they immediately turned their full
attention to assessing plant status,
providing analytical support to the
continuing operating decisions that had
to be made, and identifying contingency
plans in order to keep the plant in a
safe condition. This activity was a
demanding one and absorbed the approxi-
mately 80-100 personnel, about half from
GPU member companies and half from other
utility industry companies, brought to
the site over the next few days.

The GPU vice president who is respon-
sible for generation plant design and
construction, and who previously had
been the Met-Ed vice president respon-
sible for TMI, arrived at the site early
Friday morning, March 30, with plans
for organizing and manning the ongoing
effort. Later Friday morning when a
burst of radioactive gas was released
from the auxiliary building, awareness
of the magnitude of the problem was
sharply increased. During the next 30
hours we were in phone contact with the
nuclear industry. We asked for support
at the site in the form of senior
experienced nuclear scientists, engi-
neers, and technicians and found every-
one eager to help. By late Saturday
afternoon, March 31, about 30 people
from 10 organizations arrived at the
site to form the nucleus of what has
been variously known as the Industry
Advisory Group or the "thinktank".

	

I



met with the group early in the evening
of Saturday, March 31, and asked the
group to organize itself to evaluate
four areas:

1) What problems do we face
management to minimize offsite
exposure?

2) What is the state of the damaged
core?

3) What problems exist in the then
current primary cooling mode
(with a bubble)?

4) What are the options available
for progression toward cold
shutdown?

Over the next three weeks, the
Advisory Group utilized the skills and
experience of about 100 nuclear special-
ists. Their participation has been
extremely valuable and we are forever
indebted to them for their unselfish
dedication.

Concurrently, the Met-Ed and GPU
staff began their own assessment of
these topics and began to work with the
B&W staff in Lynchburg, Va. and to
access the capabilities of the other
nuclear steam supply vendors. We were
attempting to deal with current and
prospective problems that bore little
relationship to the design basis of the
plant.

Despite GPU's seventeen years of
nuclear involvement, our thirteen power
reactor years of experience and a
complement of over 1000 employees
devoted to nuclear activities, our
resources and our lack of prior exper-
ience with this kind of situation
limited our own ability to completely
determine the plant status, to establish
a plan of action, to determine priori-
ties and to supply management leader-
ship.

During the first few days after the
accident the priorities were identified
to be:

a)

in waste

Maintain the plant in a safe
operating mode with emphasis
on contingency plans in antici-
pation of component failures due
to the high radiation levels and
radiation inhibition to main-
tenance.
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b) Minimize the fission product
activity releases and the off-
site exposures to the public.
The initial problem areas in-
cluded waste water management,
suppression of iodine release
from liquid spills, replacement
of iodine filters, and filter
additions.

c) Devise and implement a safe
transition from the post accident
cooling mode to cold shutdown
with provision for backup stra-
tegies to ensure continued safe
removal of the core's residual
heat.

d) Reinforce the plant's emergency
systems to assure safety in the
cold shutdown mode with its
unique demands.

	

A critical
activity has been to improve the
integrity of the decay heat
removal system and to enable the
installation of redundant backup
systems if required.

By Tuesday, April 3, the combined
efforts of the Met-Ed/GPU staff, B&W,
and the Industry Advisory Group resulted
in a Base Plan for transitioning the
reactor from its post accident status to
cold shutdown. Since that time, the
plan has undergone minor adjustments as
a result of further independent review
by the Advisory Group and NRC and as a
result of the added information and
experience gained by our staff as a
function of time.

On Wednesday, April 4, an organiza-
tional structure for the TMI-2 recovery
effort was put in place. The organiza-
tion gave recognition to the continuing
control of plant conditions, the need
for significant engineering and analysis
support, special emphasis on waste
management, and leadership to the
various plant modification tasks. This
overall organization was placed under
the direction of Mr. R. C. Arnold, Vice
President-Engineering & Construction, of
the GPU Service Corporation. At the
same time the organization was bolstered
by the infusion of a number of senior
executives from Duke Power Co. and
Commonwealth Edison Co. The organization



was further strengthened by health
physics and plant operations people from
a number of utilities as well as num-
erous engineers from the nuclear indus-
try. We wish to publicly express our
gratitude for the outpouring of support
we were given.

Company - NRC Interface
The role of the NRC and the relation-

ship between the Company and the NRC has
been the source of much speculation in
the press. The Company's view of the
relationship is one of mutual respect
and cooperation. The popular perception
of the relationship may have been
significantly colored by the Company's
election to reserve comment on plant
status and plans. The NRC spokesmen
adequately covered this aspect of
communication. It has been our judgment
after the first few days and up to this
time, that the public interest was best
served by minimizing the opportunity for
media emphasis of minor nuances of
expression. A serious side effect of
this policy has been to create the
public impression that the Company was
not contributing to the management of
the post accident efforts. We believe
that Met-Ed and GPU have effectively
responded to this accident.

The management and resources made
available by the Company for accident
control must be evaluated in light of
the unexpected and first of a kind
nature of this accident. As a result of
this accident all parties should be more
aware of the demands of this kind of
situation and better prepared to cope in
terms of leadership, manpower and
material resources. In retrospect, it
is our impression that the Company and
the NRC both experienced similar and
somewhat concurrent phases in coming to
grips with the situation.

-The question of who is in charge has
not been a critical factor. The Company
has from the outset recognized the role
of the NRC in this accident situation.
The NRC's access to the control room
provided direct and immediate access to
plant status from mid-morning of March
28 on. The need for NRC approval of
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"off normal" actions and procedures has
occurred with limited bureaucracy. The
Company encouraged a reduction in the
normal regulator/regulatee relationship
and invited the NRC to participate
directly in the twice daily technical
and progress review meetings at the
site. There were tense moments, but we
must emphasize that it is the Company's
view that the relationship with the NRC
is constructive and effective. We have
been able to close ranks so as to
effectively employ our joint resources.

Long Term Outlook
With respect to the longer term

outlook for repair and return to service
of TMI 2, it is too early to be able to
provide even a rough schedule or cost
estimate. Experience with the clean up
and recovery of other reactor incidents
suggests that the problem is technically
manageable. It will, however, be
significantly influenced by the avail-
ability of financial resources, regula-
tory requirements, and public accep-
tance. The replacement power cost alone
of the normal 4-5 billion annual kilo-
watt hours output of TMI 2 provides to
our customers an incentive for restora-
tion in excess of $100 million/year.

While t'e Company cannot and does not
seek to disassociate itself from the
causes of the accident, we do believe
that the accident involved the entire
technological, and regulatory infra-
structure of nuclear power. The public
is protected by Price Anderson. The
Company has the benefit of property
insurance. Beyond these, there are
significant costs associated with
replacement power and a large investment
that may not be used and useful for some
time. If this unanticipated cost could
be distributed over the 400 reactor
years of commercial nuclear power to
date, it would not significantly detract
from the economics and value of this
energy resource. However, the cost of
this accident when concentrated on the
1.5 million customers and the 170,000
stockholders and the other investors
in TMI 2's parent and subsidiaries is
extreme.

	

The traditional constraints



of the utility regulatory process
impose significant impediments to the
easy discussion of the ramifications of
an accident of this type and a ready
resolution of the proper sharing of
costs between the customers and the
investors. To date the industry has
underestimated the importance of diver-
sifying this financial risk and thus
spreading the cost of the development of
the technology over the total benefi-
ciaries of nuclear power. The institu-
tions charged with the responsibility to
supply a secure, abundant, and economic
source of electrical energy must be able
to withstand the impact of an event like
the accident at TMI 2. The system must
retain the ability to balance the social
and economic costs of energy supply and
energy availability.
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One of the subjects that your Commit-
tee asked us to address was the appro-
priate allocation of the costs resulting
from the Three Mile Island Unit No. 2
accident. I will attempt to address
that question briefly, but of course,
the rate regulatory agencies will soon
be addressing it in depth.

Essentially there are two major
groups of uninsured costs involved,
namely, (1) the replacement power costs
during the period that TMI-2 (and TMI-1
until it can be placed back in opera-
tion) are not operating and (2) the
interest on bonds, the dividends on
preferred stock, common stock earnings
requirements, depreciation and the other
fixed charges associated with the
investment in TMI-2. Our estimate is
that the replacement power costs are
approximately $24 million per month
while both units are out of service and
will then drop to approximately $10
million per month when TMI-1 is restored
to service. We are making strenuous
efforts to mitigate those replacement
power costs and are optimistic that sub-
stantial progress on that score can be
made within the next month. The fixed
charges associated with the investment,
apart from associated tax costs, are
approximately $8 million per month.

We believe that, for a variety of
reasons, these costs should be shared by
stockholders, customers and employees.
It seems to us totally unrealistic for
anyone to suggest, as some have, that
customers should bear no part of either
of these costs. Essentially, the result
would be to mandate that the companies
should furnish free electricity to their
customers.

One of the fundamental reasons we
believe that the sharing approach we
have advocated is appropriate is that
the alternative will almost certainly be

much more costly in the long run to
customers served by our own companies,
by other electric utilities in the State
and, indeed, by customers throughout the
Nation. This is because the rate
regulatory process as it has been
applied in practice has limited rates of
electric utilities on a basis which
makes no provision for stockholders to
bear the uninsured costs involved in
this accident.

Electric utilities are regulated on a
cost of service basis, with the earnings
that inure to common stockholders repre-
senting little more than interest on a
bond. All the economies achieved from
application of new technologies, im-
proved productivity and the like have
been passed along to customers, and that
is as I think it should be. It is also
important to note that the typical
electric utility company has a capital
structure of about 50% debt, 15% prefer-
red stock and 35% common stock equity.
As compareci to a non-regulated indus-
trial company, the amount of senior
securities is very high, so that the
over-all cost of capital is thereby
reduced and the rates charged to cus-
tomers reflect that reduction. In a
capital-intensive industry such as
electric utilities, the cost of capital
is an important component of total
cost, and therefore of the price that
must be charged for electric service.

If the net result of the ratemaking
treatment for TMI-2 is to saddle the
GPU shareholders with all the fixed
charges associated with the investment
in TMI-2 for the period that it is out
of service, the market for all the
securities of electric utilities
throughout the Nation is likely to be
seriously affected. This is not only
to our own conclusion. It is the
conclusion of the investment bankers



and the commercial bankers with whom we
have discussed the subject. Even the
consumer advocates who testified in
hearings on April 5th before the Subcom-
mittee on Energy of the Joint Economic
Committee chaired by Senator Kennedy
appeared to recognize that there would
be this type of impact on capital costs.
We have asked an economic consulting
firm, National Economic Research Asso-
ciates ("NERA"), to see if they could
quantify the change in over-all costs of
capital if this development were to
occur. They have not completed their
analysis, but they have suggested to us
that in their judgment it would result
in a 20% over-all increase in the cost
of capital which would ultimately have
to be borne by the consumers. They said
this increase would take place in two
ways:

a) Knowledgable investors in bonds
and preferred stock would insist
on a significant reduction in
those components of capital
structure, with a corresponding
increase in the common stock
equity component which would
increase the over-all cost of
capital and associated taxes, and

b) The realized return on common
stock equity would have to be
increased to make provision for
the new perception by common
stockholders that they would be
experiencing this type of risk.

Let me just apply that judgment to
the cost of capital for the GPU System.
The total GPU System capitalization is
now approximately $5 billion and the
over-all annual cost of capital before
the TMI-2 accident was about 10% per
year, or approximately $500 million per
year. A 20% increase in the cost of
capital for the GPU stockholders would
mean an increase in capital costs of
$100 million per year and very sub-
stantial increases in tax costs; such
increases would continue indefinitely.
By contrast the additional costs of
capital involved in TMI-2 while it is
out of service would be for a finite
period, which I understand the NRC staff
has estimated at 2 to 4 years.

Now let me apply the same concept
to just those electric utility companies
in the Nation that have some nuclear
capacity. Their total capitalization is
about $100 billion we were advised by
NERA. A 20% over-all increase in their
cost of capital would be an annual
additional cost of $2 billion per year
for the indefinite future.

The heart of the problem is that
there has not been available any insur-
ance arrangement to cover the contin-
gency of loss of use of a nuclear plant
for a substantial period and the cost of
replacement power during that period.
We have had the public liability insur-
ance and indemnity provided by the
combination of insurance policies
written by commercial insurance com-
panies, the assessment system for
utilities owning nuclear reactors and
government indemnity arrangements. We
have had the maximum property damage
insurance provided by the insurance
companies. But there has not been
available from any source any insurance
to cover carrying charges on the invest-
ment while the plant is out of service
and replacement power. I do not know
what it would cost in the way of pre-
miums to operate such an insurance
arrangement. But even if it were
limited only to companies with nuclear
capacity, I have to believe that the
premium cost would be significantly less
than $2 billion per year.

In the hearing before the Sub-
committee chaired by Senator Kennedy,
to which I previously referred, Con-
gresswoman Heckler put her finger
on this situation very specifically,
I believe. She suggested that an
arrangement analogous to that envisaged
by Price-Anderson to cover the two types
of risks that I mentioned should be put
in place. I am not sure whether this
will require legislation. It may be
that utility companies can organize for
the future some kind of insurance
arrangement and/or assessment systems
that would deal with this problem. If
so, I can see no reason why the pre-
mium payments would not be properly
allowable operating expenses in deter-



mining the rates to be charged to
customers, at least so long as they were
less than the alternative of high
requirements for capital costs because
of a new dimension of perceived risk and
therefore cost of capital. That may
help for the future, but does not come
to grips with our immediate problem.

Another element that affects this
matter of equitable allocation of costs
should involve a recognition of the
benefits that GPU customers have had
in the past as a result of our building
nuclear facilities. GPU serves an area
from Lake Erie in the West to Asbury
Park on the Atlantic Ocean in the East.
A large part of our service area is in
the Central and Western coal fields of
Pennsylvania and for many years we were
very heavily concentrated in coal-fired
generation. Not only did we promote the
coal-by-wire concept for our System
operations. We played an important
leadership role in expanding that
concept with neighboring utilities so
that there are now in Pennsylvana three
large jointly owned mine-mouth coal-
fired plants with a aggregate capacity
of approximately 5,000 megawatts in
which the GPU System is a participant,
as well as our wholly owned large
coal-fired installations.

The Atomic Energy Act of 1954
proceeded from the National perception
that nuclear power stations were safe
and that their construction should be
encouraged. We shared that perception.
We began installing nuclear generation
in the GPU System for three reasons:

(1) because it appeared to us to
be the most economic alterntive
that we could achieve;

(2) because it gave us diversity of
fuel sources; and

(3) because the increasingly strin-
gent air quality requirements in
the Eastern part of our System
made it impossible to install
coal-burning units in those
locations and System reliability
considerations made it essential
that we have some generation in
the Eastern part of our System.

Our first nuclear plant, Oyster
Creek, was placed in service a little
less than 10 years ago. If we had not
installed Oyster Creek, the most likely
alternative would have been to install
an oil-burning unit in New Jersey. If
we had done that, our customers would
have paid, over the 1970-1978 period,
approximately $400 million more than
they actually paid for the service they
received during that period. Moreover,
they would be today paying $71 million
more per year and that disparity would
be increasing.

Our second nuclear unit, Three
Mile Island-1, was placed in commercial
service in September 1974. If we had
not installed that unit, I an not clear
whether we would have installed an
oil-fired or a coal-fired unit, because
the economics of Three Mile Island-1
appeared to be so clearly favorable that
we never were faced with the hard choice
of substituting either an oil-fired or a
coal-fired unit for it. However, I
would point out that we were giving
serious consideration to installing an
oil-fired unit in our Portland Station
on the Delaware River at about that same
time and, indeed, were well-involved in
negotiations for participation in an oil
pipeline t serve such a unit. More-
over, in that same time period, our
neighbor, Pennsylvania Power & Light
Company which has most of its generation
in coal-burning stations, installed two
large oil-fired units a few miles
upstream from Portland on the Delaware.
The total savings that Three Mile
Island-1 has achieved for our customers
in the four-and-a-half years since it
was placed inservice, as against an
oil-fired unit, have amounted to
approximately $300 million and are
currently running at $88 million a
year. We are going to make a similar
analysis with respect to coal-fired
units, but the matter is more complex
and we have been so preoccupied with
other things that we have not had a
chance to complete such analysis.

I do want to emphasize that our
investors have received no part of



these savings that Oyster Creek and
Three Mile Island-1 have produced. All
of the benefits have gone to our cus-
tomers, and we believe that this is
appropriate. It does not seem inequit-
able to me to have our customers now
bear, during the period when Three Mile
Island-2 is out of service, some part of
the carrying charges on the investment
in the unit, and thereby in effect to
return a part of the savings that they
have already enjoyed.

In the same Committee hearings to
which I refer, Senator Kennedy asked
whether or not it was appropriate to ask
GPU stockholders to bear these costs
since they had received the benefit of a
13% return, I want to note that in my
judgment a 13% return would not provide
compensation for the type of risk that
is here involved. The NERA analysis
suggests a return for common stock on
the order of 18% would be required.
But, even assuming that a 13% realized
return would provide compensation for
that risk, there are three important
factual assumptions involved. First,
GPU has not been earning anything like
13% on its common book capital. As
shown in Table I attached, GPU's return
on equity did not get as high as 11% in
any year in the past decade and has
averaged 9.5% during that period. Since
A-rated utility bonds have had an
average yield during that same period of
8.7%, GPU stock has actually earned less
than 1% more than the interest on
A-rated bonds, which is certainly
nothing comparable to the compensation
that would have been required for the
additional risk factor if GPU stock-
holders are required to bear the unin-
sured costs of the TMI-2 accident.

Second, what the investor actually
gets is not the earnings of GPU, but
the dividends it pays plus whatever
capital gains there are. Between 1968
and 1978 GPU dividends per share rose
from $1.57 to $1.77, an increase of not
quite 13%. This was a time when the
cost of living almost doubled. In terms
of the purchasing power of the dividends
per share, those dividends have declined
by 40% since 1968, which is equivalent
to a 5% annual decline.
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Third, there have not been capital
gains. Instead, the price of GPU stock
declined from an average of about $28.60
in 1968 to an average of $18.80 in 1978.
Between 1968 and 1978 the decline was
34% in terms of market price and in
terms of purchasing power, a $10,000
investment made in 1968 would have a
purchasing power in 1978 of about
$3,250, which is equivalent to a 10%
annual decline in the purchasing power
of the value of GPU stock. These
calculations do not reflect the decline
in the price of GPU stock since the
TMI-2 accident, nor do they reflect the
increase in the cost of living since
1978. All of this suggests to me that
the premise that the GPU shareholders
have somehow or other received a return
in the past which means that they should
equitably assume the cost of the acci-
dent, proceeds from an incorrect factual
assumption.

Since there is a tendency to think
of shareholders in vague terms, possibly
endowed with endless resources, I think
it relevant to examine who the GPU

shareholders are. In 1978, we completed
a survey of the registered and benefi-
cial holders of GPU common stock. We
received 70,000 responses - i.e., about
four out of ten individual shareholders
participated in the survey. I have
attached to this statement a booklet
giving the facts which emerged from that
survey. Let me just identify a few key
elements. Fifteen percent of the GPU
shareholders have an annual income of
less than $10,000; 35% have annual
incomes below $15,000. A majority of
the GPU shareholders are retired, 11%
are homemakers, and another 15% are
within five years of retirement. The
median size of the holdings is below 200
shares. In the aggregate, before the
TMI accident, GPU had about 200,000
shareholders. I do not know, of
course, what the situation is today
since the volume of trading in GPU stock
has been so heavy since the accident.
But this large group of elderly indivi-
duals, with limited income, are hardly
those who can equitably be expected to
bear all or even a large part of the
burden on the ground either that they



compensated in the past for their
investment by the rate regulatory
process, or that they have the financial
means which would permit them to absorb
that burden without serious harm.

I am not suggesting that share-
holders should not bear some part of the
cost of the accident. But I think the
part that they should bear should
recognize how the ratemaking process has
worked in the past in fact and what the
consequences would be, not only to them,
but in the long run to all customers, if
the GPU stockholders are required to
bear an intolerable portion of that
cost.

So far as GPU employees are con-
cerned, they too will have to bear some
part of the costs. Some personnel
reductions will take place, salary
reductions and/or withholding of pay
increases that otherwise would be
clearly justified are inevitable, and
other personnel actions may also be
necessary.

I do hope that when emotions have
cooled down, the rate-regulatory process
will be permitted to work in a way that
is consistent with the past treatment of
both customers and shareholders and does
not subject either group to an intoler-
able share of the burdens resulting from
the accident. I think this would better
serve the long-run interest of customers
than any other alloction approach that
is feasible.

Thank you for the privilege of
allowing me to appear before you.



GENERAL PUBLIC UTILITIES CORPORATION
RETURN ON COMMON EQUITY AND MOODY'S YIELDS

ON OUTSTANDING A RATED PUBLIC UTILITY BONDS

1968 - 1978

TABLE 1

Source:
Col. (1): The Value Line Instrument Survey, January 5, 1979.

General Public Utilities Corporation, 1978 Annual
Report.

Col. (2): Moody's Investors Service, Moody's Public Utility
Manual, 1978 and Moody's Bond Survey, January 15,
1979.

16

Year

GPU
Return on
Common
Equity

Moody's
Average of
Yields on

Outstanding
A Rated
Public

Utility Bonds Difference
(1) - (2)

(1) (2) (3)

1968 10.0% 6.51% 3.5%
1969 9.2 7.54 1.7
1970 7.7 8.69 1.0
1971 9.0 8.16 0.8
1972 9.4 7.72 1.7
1973 9.8 7.84 2.0
1974 9.8 9.50 0.3
1975 8.9 10.09 1.2
1976 10.3 9.29 1.0
1977 10.9 8.61 2.3
1978 10.2 9.29 0.9

1969-1978
Average 9.5 8.67 0.8



(PRELIMINARY)

CHRONOLOGY OF THE FIRST 16 HOURS OF TMI 2 ACCIDENT

TIME (Approximate)

	

EVENT

about 4 a.m.

	

Loss of condensate pumps
Loss of feedwater
Turbine trip

3-6 sec. later Electromatic relief valve opens at 2255 pounds per
square inch (psi) to relieve pressure in Reactor
Coolant Systems (RCS).

9-12 sec. later

	

Reactor trip on high RCS pressure (2355 psi).

12-15 sec. later

	

RCS pressure decays to 2205 psi (relief valve should
have closed).

15 sec. later

	

RCS hot leg temperature peaks at 611 degrees F.

	

2147
psi (450 psi over saturation).

30 sec. later All three auxiliary feedwater pumps running at pressure
(Pumps 2A and 2B started at turbine trip). No flow was
injected since discharge valves were closed.

1 min. later

	

Pressurizer level indication begins to rise rapidly.

I min. later

	

Steam generators A and B secondary level very low -
drying out over next couple of minutes.

2 min. Later

	

Emergency Core Cooling S) tem (ECCS) initiation - High
Pressure Injection (HPI) at 1600 psi.

4 - 11 min. later Pressurizer level off scale - high - one HPI pump
manually tripped at about 4 min. 30 sec. Second pump
tripped at about 10 min. 30 sec.

6 min. later

	

RCS flashes as pressure bottoms out at 1350 psi (Hot
leg temperature of 584 degrees F).

7 min., 30 sec. later

	

Reactor building sump pump came on.

8 min. later

	

Auxiliary feedwater flow is initiated by opening closed
valves.

8 min., 18 sec. later

	

Steam generator B (SG-B) pressure reached minimum.

8 min., 21 sec. later

	

Steam generator A (SG-A) pressure starts to recover.

11 min. later

	

Pressurizer level indication comes back on scale and
decreases.
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